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Troublesome concepts

Interpreting Confusing
-p-values « Population vs sample
«confidence intervals « Binomial distribution vs
*Bonferroni correction sampling distribution
«7-COres « Correlation coefficient and
.confounding coefficient of determination
erate of Change ° Sample distribution and

population distribution
Drawing conclusions « Central Limit Theorem vs

L. normal calculations
« Generalizations

« Accepting, rejecting the null Other

« Adding variables in regression
Interactions without regard to magnitude/unit
 mean of a frequency distribution
Careless with and/or

« variability and sample size
ociation and co-variation




The dilemma: students

® often miss the big picture and see statistics as a
series of disconnected topics.
® can calculate a standard deviation and a standard
error but do not understand how these concepts are
related (both in terms of similarities and differences)
and often confuse the concepts
® fail to make the connections between fundamental
concepts, such as sample, population, sampling
distributions, and sampling variability.
® tend to memorize, for example, the steps in
hypothesis testing without understanding the
Process.

~ ® Eventually become overwhelmed... notation, ——




Myths about understanding
basic concepts In statistiCS wumse 200

® Calculations demonstrate understanding of
statistical ideas.

® Formulas help students understand the statistical
idea.

® “We too often ignore broad ideas in our rush to convey
technical content. We spend too much time calculating and

too little time discussing. In short, we are too narrow.” (Moore,
1998)

e Students who can explain things in statistical
language demonstrate their understanding of a
statistical idea.

~® present ideas using relevant and usable language
necting the big ideas with common thread




Session Goals

Consider research supporting visual images to build
conceptual knowledge and identify ways in which this
might occur,
Understand slowing the rush to formulas/procedures
can enable students to build understanding that will
transfer as ideas become more complex,
Recognize strategic use of interactive dynamic
technology can create a learning environment for
fostering the development of conceptual understanding,
ldentify characteristics of activities supporting the
development of robust images of statistical concepts,
ldentify misunderstandings of statistical ideas and
examine how building concept images with mteractlve |
| namlc technology can help students avoid these.



What image do you think your students have in their
heads when they think about the mean of a set of
data?




What image do you think your students have in their

heads when they think about the mean of a set of
data?

Variability?
A distribution?

Random sample?




A concept image

® can be described as the total cognitive structure
Including the mental pictures and processes
associated with a concept built up in students’” minds
through different experiences associated with the
ideas (Tall & Vinner 1981).

® |s necessary to fluently and effectively reason with and
apply ideas; without a coherent mental structure,
students are left to construct an understanding based
on ill formed and often misguided connections and
Images (Oehrtman 2008).

~® |ntuition inherent in concept images dominates the
~_conceptual learning (Rosken & Rolka, 2007)




Definitions and concept images

® A concept image is not usually built on definitions

but essentially determined by typical examples inner
& Dreyfus, 1989)

® The concept definition does not seem to play any

role when students are working on problems (vinner,
1994)

® Explanations for concepts will easily be forgotten if
students are not able to develop own ideas and
associations.

® [earning a new concept requires forming a
comprehensive concept image but important
aspects of a mathematical concept may not be

- uately represented (Rosken & Rolka, 2007)




Definitions and concept images

Concept development refers to the process of
unfolding, exploring, and understanding concepts as
students engage in experiences designed to move
them towards an accurate definition of a concept that
IS accepted by the field




Visualization

® |s a means to develop understanding (Presmeg, 1994).

® Includes processes of constructing and transforming
both visual mental imagery and all of the
Inscriptions of a spatial nature that may be
implicated in doing mathematics (Presmeg, 1997).

® provides students with “live” visualizations of a
concept that have the potential to enable students
to build robust images of the properties, processes

and relationships connected to the concept (rijvers,
2015).

® allows students to link multiple representations of
problem scenarios — visual, symbolic, numeric and
verbal — and to connect these representations to
‘_C\)ft understanding (Sacristan et al., 2010).




Interactive dynamic technology

® has the potential to help students build robust concept
Images in mathematics. Experiences of taking
purposeful actions with immediately visual
consequences can create particularly compelling
dynamic images that may be more powerful than static
images (based on Zull, 2002; Michael & Modell, 2003).

e Students can evoke “movie clips” of dynamic
experiences that replay in their minds when they
encounter words, graphs, equations,... related to a
concept such as variable, expression, equation, solution

- ® From “l remember seeing this..” To “| remember
~ seeing this happening...”) |




Action Consequence Principle

® The learner deliberately takes a statistical
(mathematical) action, observes the consequences,
and reflects on the statistical implications of the
CoNsequences (Dick & Burrill, 2009).

® [nteractive dynamic technology provides an
opportunity for students to visualize the action and
the consequences, which can enable them to create
a dynamic mental image of the concept.




Instructional activities supporting
the development of concept images

® The underlying structure that is the target for
student learning should be reflected in the actions
they do.

e Students’ actions should be repeated and organized

with provisions for feedback and ways to respond to
this feedback.

e Students should repeat these actions in structurally
similar problems in a variety of contexts to develop
a robust abstraction of the concept. (oehrtman, 2008)

_ o Empha5|ze statistical Ilteracy, quantitative reas’on |




Outline

e Background
® Explore the development of one concept

e Examples of interactive applets supporting the
development of a concept image

® Consider how to think about creating a robust
concept image

® |nference

- ® Resources/suggestions




A physical model

® Hand each of student in a group of four or five (as a
class demo or in groups of four or five) a random
number of four different colored sticky notes. The

task: divide them up in a “fair” way.




Mean as fair share
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Building Concepts: Statistics and Probability, 2016



Mean as Fair Share
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A subtle shift: graphing fair
share on a number line
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A Statistical Exploration

The total number of goals scored by all the teams in a
tournament is 54. If the teams were fairly matched,
they would have scored 6 goals each.

In the actual tournament one team scored 10 goals,
another scored 2, another 4 and no team scored 6
goals. Make a distribution of the possible scores of the
teams - given that you know the total number of goals
scored by all the teams is 54, and every team scored
at least one goal, with no team having more than 10
goals.




Which tournament has the “least
evenly matched teams” The most?
Rank the teams in terms of least to

most evenly matched.

Las; PCM| Relleciigesg
m = “mm - - b | - - m



Mean as balance point

' m > Mean as aB..int<

Misconception: view variability locally not from

measure of center
Building Concepts: Statistics and Probability, Mean as Balance Point, 2015



Students should have experiences that

® Create a mental construct or image of the concept
as basis for thinking

® Add to this image in robust ways by revisiting
concepts in different contexts and connecting ideas

® Build understanding and confront misconceptions

® |[nclude attention to metacognition and flexibility in
thinking




Summary measures for a distribution

Mean as
fair share

Mean as
pooling

Shift to summary plot

/]

<

Mean as
balance point

Deviations from mean

Mean absolute deviation

Standard deviation
Outliers



Exploring means & deviations

m EX) ) S Mean as .int 3.1 | 3.2 | 3.3 EECELEE rap [l] X

Class A Class A

"‘..... ) Mean =5

Class B Class B

.."‘. ..' Mean = 10.3

Class C Class C

9 88990 Mean = 8

Class D Class D

Mean = 9

The distribution

Mean as measure of center

MAD = 4.4
Class C

Mean absolute deviation as
ex D a measure of variability

Mean =

MAD =2

! 1 ¥
Points Correct

Building Concepts: Statistics and Probability, Mean as Balance Point, 2015



ReV|S|t|ng deviations - typlcal distance from mean
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Building Concepts: Statistics and Probability, Mean as Balance Point; Tables and measures of center and
spread. 2015



A progression

® Transforming the concept of MAD to standard
deviation

How would you find the standard deviation in the

number of goals for teams with scores for the
tournamentof 2,6, 8, 2, 8, 7, 3, 10?




Revisiting mean and MAD

The figure shows the distribution of children’s pulse
rates both before and after exercise.

a) Estimate the mean for each distribution and
explain what this value tells you.

b) Write at least three sentences comparing the pulse
rates of the children before and after exercise.

Click to add variable
Nz
pulse_rate | =

rate_exe...

o8B ® ..t.m'.g o
[} 60 80 100 120 140 160 180
N @pulse_rate Orate_exercise |




Revisiting mean and
standard deviation/MAD

About 809% of the population has brown eyes.

a) Describe the sampling distribution for the number
of people with brown eyes you might find in a
random sample of 20 people. (Remember to think
about shape (including location), center and
variability)

b) Describe how the sampling distribution would
change if the number of people in the random

sample was 50.




Concept images

® Mean

® Randomness and chance

® Distributions




What is a random sample?

mm 18 Choos.._22
Class List 4 . ’

1. Albert  15. Kim

2. Ana 16. Kong Draws
3. Becky 17. Leah

4. Brenda 18. Lisa

5. Charlyne19. Maria

6. Dale 20. Maurice
7. David 21. Mike

8. Githa 22. Nicole
9. Isaac  23. Peter
10. Jeff 24, Sarah
11. Jennifer25. Steve
12. Jill 26. Sue

13. Kayla 27. Tanya
14. Kevin 28. Tomas

Building Concepts: Statistics and Probability, Choosing Random Samples, 2016



mm 18 Choos..._
Class List ‘ L4 >

1. Albert  15. Kim

2. Ana 16. Kong
3. Becky 17. Leah
4, Brenda 18. Lisa

S. Charlyne 19, Maria
6. Dale
7. David
8. Githa

What do you
notice?
s random “fair”
INn the short
term?

Draws

20, Maurice
21. Mike
22. Nicole
9. Isaac  23. Peter
10. Jeff 24. Sarah
11. Jennifer 25, Steve
12. Jill 26. Sue
13. Kayla 27. Tanya
14. Kevin 28. Tomas

mm 18 Choos.._22
4dn-2p

Class List

1. Albert  15. Kim
2. Ana 16. Kong

1. Albert 15, Kim
2. Ana 16. Kong

3. Becky
4. Brenda

17. Leah
18. Lisa

5. Charlyne 19. Maria

6. Dale
7. David
8. Githa

9. Isaac
10. Jeff

20. Maurice
21. Mike
22. Nicole
23. Peter
24. Sarah

11. Jennifer 25, Steve

12. Jill
1 3 . 'a_v{ a
14, Kevin

26. Sue
27. Tanya
28. Tomas

3. Becky 17. Leah
4. Brenda 18. Lisa
5. Charlyne19. Maria
6. Dale 20. Maurice
7. David 21. Mike
8. Githa 22. Nicole
9. Isaac 23. Peter
10. Jeff 24. Sarah
11. Jennifer 25. Steve
12. Jill 26. Sue
13. Kayla 27. Tanya
14. Kevin 28. Tomas

Draws

14,10, 20

12,19,28

y 19

y 16

6,7, 14, 2¢

9, 10, 23,

17

Building Concepts: Statistics and Probability, Choosing Random Samples, 2016




Long run relative frequency

What proportion of the chips in the bag
are blue?

est, prob

. = 101
094
064
0.4
0.64
054
0.4

ol e L
197|No (64 (032 pod

198|Yes 65 [033] o1,

Try |Blue | Total |Prob
31 [Yes |9 0.29
32 (Yes [ 10 031

33 |No (10 03

34 |No |10 0.29
35 (Yes |11 0.3
36 |Yes [ 12 0.33
37 |No [12 0.32
38 |Yes [13 034
39 |Yes (14 0.36
40 |No (14 035

e
lo

Building Concepts Statistics and Probability: What is Probability?, 2016
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Revisiting randomness

- O 3..5.72.9 "N
spinner value spinner value

The distribution of outcomes “settle
down” as the number of trials increases.

[N Pt T - IO ) 1 3 5 _ .2 - L S R : RO DA . B |
spinner value sum of faces spinner value spinner value

.5 2.9 = (T |
spinner value sum of faces
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Distinguishing distributions of a population, a sample and
of a sample statistic




Populations and samples
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Building Concepts: Statistics and Probability, Sample means, 2015



> 1 Introducti.._11 <= ra 01| P9

(1111213

Population: speeds of
assorted animal types

Spur w. goose
pigeon
needletail

falcon
hobby

(@)
0 2% 48 72 oby 10 144 188 192 216
AllAnimals Max Speed (mph)

Animal | Speed | Animal | Speed
beaver & 4 mph hawk 40 mph . a g . .
beluga wale 17 mph hippo 19 mph V b | ty I’ I‘ l p | g .
black buck w 50 mph hobby w100 mph a rl a I I I n Sa I n "
black mamba 20 mph horned owl 40 mph

Distribution of maximum
recorded speeds of 20
randomly selected

Zample Size [

amplLe eset
420> B
Sample Size: 20
-6-“— —P Num. Samples: 80

240

L T animal types
o | 3| £ Sampling distribution of
Trrr‘&-n e | means from each sample

|' A. Hummingbird | 61 mean Sim. Dist. of Sample Means
Peregrine falcon 41.1

~Ih a1



Distributions: population,
sample and sample means

Population 'Eﬁi |

Sample?

Sample means?




Building a distribution

* What are the chances of passing a ten question true
false test by guessing?




Show Line
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Building Concepts: Probability an

Building a
sampling
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Simulation, 2016



Major concern or blip? Dissecting James
Harden's recent SluUMp (et koremenos 1728720

https://www.yardbarker.com/nba/articles/major concern or blip dissecting james hardens recent slump/sl
13132 31170638)

In 11 games in January, 2020, Houston
Rockets superstar, James Harden had a
shooting average a bit over 30%, well off his
season average of more than 409 from the
fleld. Is Harden really in a slump or is it a blip?



https://www.yardbarker.com/authors/brett_koremenos/188
https://www.yardbarker.com/nba/articles/major_concern_or_blip_dissecting_james_hardens_recent_slump/s1_13132_31170638

Major concern or blip? In 11 games in January,
2020, Houston Rockets superstar, James Harden had
a shooting average a bit over 30%, well off his season
average of more than 409% from the field.

ESREE 1.7 Probabilit..ion RAD D X RSN 1.7 Probabilit..ion RAD D X

|,

» 345678910

200 Number of successgs

Is something that happens about 42% of the time by
chance (149/351 or 150/350) a major concern or a

blip?

Building Concepts Statistics and Probability: Probability and Simulation



Important concepts in understanding
sampling distributions

e Distribution- Collection of data showing frequency of
values and typically represented graphically

® Mean as fair share and as balance point
e Variability in distributions

® Deviations from the mean (mean absolute deviation/
standard deviation)

e Sampling
® Random
® Population and representativeness
® Variability in sampling
® From sample to sample
* Within samples
ling distributions typically “settle down”




Supporting the development

of concept images

e What is
e confounding?
® rate of change?
® co-variation?
® z-score?
® scope of inference?
® correlation coefficient?
e coefficient of determination?

® When does this concept come up? What is the
concept connected to?

° How can the concept be encapsulated in a dynamlc
active visualization?




Is what students don’t understand
important?

“My students struggle with the basics of confidence
intervals, particularly with what will make them "wider"
or "narrower" and whether "wider" or "narrower" is
more desirable.”




s what students don’t understand
important?

“My students struggle with the basics of confidence
intervals, particularly with what will make them "wider"
or "narrower" and whether "wider" or "narrower" is
more desirable.”

This seems to go back to understanding variability and
what it “looks like” graphically ...




A physical model

How long did it take you to get from home to school today?

cooO~NOYOTP~RWNE—EO

« Was there consistency in the time it took people to come
from home to school? Why or why not?
Ibe the variability in the times |




Summary measures

vl = mean(clas_a)
=24.6538

sd=16.6
MAD=12

Click to add wvariable

30 40 50 60 70 80 90
class_a




Which class had the most variability in
scores? Explain your reasoning.

e Jrean v

Class A
Mean = 8
r.-m.dcl= 2.2 .”_’_’_'.. @)

Class B

Mean = 4

MAD = 1 Qm.

Class C

Mean = 10.4

wip-44 0088 88e00

Class D

Mean = 4
MAD = 2 #@%90 Q
g8 10 12 14 16 18 20 22

Points Correct

Building Concepts: Statistics and Probability, Mean as balance point, 2015



Describe the variability from sample to

sample. Within each sample.

Sample Means rap [l X m Sample Means rap [l X
uQ-LQ=IQR §ample Size Sample Reset uQ -LQ=IQR ?ample Size Sample Reset
e (N (D Sy I &3

21 28 35 42 49 S6 63 7 7 14 21 28 35 42 43 56 63
Land Animals Max Speed (mph) Land Animals Max Speed (mph)

Sample Size

08 od §8m [ )

7 14 21 28 35 42 49 5 63 70 7 14 21 28 35 42 49 56 63 70
Land Animals Max Speed (mph) Land Animals Max Speed (mph)

Building Concepts: Statistics and Probability, Sample means, 2015



Range as a measure of variability

« Create a distribution that illustrates why the range is
not an adequate measure of variability.
« What is useful about the range?

|0 1234567 8 910111213 1415

Hours per day online




Visualizing variability

lm Reset lm Reset
810 10
16 18
I
4 >
y4 y4
2 2

0 5 10 15.20 25 30 35 40Wg 50 55 6 5 10 15_J0 25 30 35 40 45 50 55 60

120 Recet f12 Reset
i o
e 8
et :
¢ n®
y 6 y 4

: 2

0 5 10 15.20 25 30 35 40 45 50 55 6 ko 5 1 25 30 35 40 45 50 55 60

« What does each bar represent? Explain,
« Rank the distributions from least to most variability.

Justify your ranking.



Visualizing variability

mm Sample Means raD ] X mm Sample Means raD [l] X

Sample\Size Sample Size

< 20 [ Sample Size: 20 - ‘ 20 [/:) Sample Size: 20

T T Num. Samples: 2 s

130 240 p 3 130 >%n Num g Samples: 200
All Animals All Animals F

Max Speed (mph) Max Speed (mph)

U

Animal Mph Animal Mph

Elephant 25 Polar bear 25

Black bear 30 Black bear 30
Armadillo 30 ~ Vulture 30
Wolverine 30 Irish wolfhound | 30
ishi Moose 35

F'S'T?Fg,cm 3? Red tailed hawk | 40
Sei whale 40 .

gf,f,i%z'h ¢ 5 10 15 20 2 Hare 50 05 10 15 20 25 30 35 40 45 50

Lion mean Sim. Dist. of Sample MeNgn Cockatoo 70 mean  oim. Dist. of Sample Medians

Jackai 2% Pereqrine falcon | 242 | 37.2

 What does each dot represent? Explain.
 What does the collection of dots represent?
Estimate the mean and the standard deviation.

Building Concepts: Statistics and Probability, Sample means, 2015



To Inference: Random samples when the
population proportion is known

i qosp
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Sample Size
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Understanding the known:

' (Bl » Sample Pr...ons < .
‘ * |s an outcome of 5 yesses in a
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Show Prop

Num. Samples: 150

0 5 10 15 20 25 30
Sampling Distribution

random sample of 30 likely? Explain.
An outcome of 257 Of 187 Of 0.77

* |s an outcome of 12 plausible for
both a population proportion of 50%
and 30%? Explain.
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Using the known to estimate the unknown

A sample of 50 M&M'’s found 20 that were brown. The
distributions below represent simulated sampling distributions
of the proportion of brown M&M'’s for populations where 40%,
20% and 509% were brown. Which of the populations is plausible
for the sample? Explain your reasoning.

a) Pop 509% brown b) pop 209% brown c¢) pop 409% brown
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From the known to the
unknown

® |dentifying all plausible population proportions for
the observed outcome of 20 brown in a sample of
50 leads to an interval — say 0.25 to 0.55 (or 0.24 to

0.56 if you use 2 sds).

e What will happen if the sample size increases?




Revisiting populations and samples
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Changing sample size

a) b)
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Which simulated distribution of sample proportions
came from a sample of size 30 and which one from a

sample of size 50? Explain your thinking.



* “My students struggle with the basics of confidence
iIntervals, particularly with what will make them
"wider" or "narrower" and whether "wider" or
"narrower” is more desirable.”

e |f the sample size is 100, will the interval of
population proportions that could plausibly have
produced a sample of 0.4 brown M&Ms, 0.25 to

0.55, increase or decrease? Explain your thinking.




Misunderstandings

Believe outcomes that "look more random" have a greater
probability of occurring as those that don't (Lefebvre, 2010).

Assume two samples from the same population will be similar
(Tversky & Kahneman, 1971)

Believe sampling distribution for a sample statistic will look like
that of the population (for n > 1)

Assume sampling distributions for small and large sample sizes
have the same variability

Don’t consider the variability across all possible samples, and

how their sample might fit into that range of possibilities (Chance,
delMas, & Garfield 2004)

Confuse the distribution of a population, a sample from

population, and the sampling distribution of a sample statistic
(Wild, 2006).

Believe the width of a confidence interval increases with sample
~ size

se confidence intervals and levels (Finch & Cu
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Scope of inference

“Regarding concepts that students struggle with, I'd
really like to have better ways of visually summarizing
how to identify/discuss the scope appropriate for a
given research study (generalizability and/or causality,
based on the kinds of randomization used in collecting
the data). | use summary tables to organize this
iInformation for students, but both of these topics can
be a persistent source of difficulty for many students.”




~ robust abstraction of the concept. ©ehrtman, 2008).

Developing concept images

A concept image is not usually built on definitions but

essentially determined by typical examples (vinner &
Dreyfus, 1989)

The concept definition does not seem to play any

role when students are working on problems (vinner,
1994)

Explanations for concepts will easily be forgotten if
students are not able to develop own ideas and
associations (Rosken & Rolka, 2007).

Students’ actions should be repeated with provisions
for feedback.

Students should repeat these actions in structurally
similar problems in a variety of contexts to develop a



Scope of inference:

Examples and non-examples

| With an experiment in the same context with

Random rectangles (schaeffer et al, 1996), random circles,
etc. (human judgment is typically biased)

Each student (or group of students) should ask a
question — e.g., the number of hours per day
students exercise; ask athletes and nonathletes and
then a random sample

Observe a random sample of people in a coffee
shop in the morning and in the afternoon. Describe
the difference.

Design an experiment that does not have random
assignment and carry it out. Contrast the results

assignment.




Revisit the concept

® Find articles where the samples are not random;
discuss the consequences

® Find situations where random assignment did not
take place (early medical research all on men,
Japanese men, ...)

® Talk about the COVID-19 vaccines- was there
random assignment? How do you know? Why does
this make a difference? Why did children under the
age of 16 have to wait for the vaccine?




Bootstrap and randomization

(Pfannkuch et al, 2013; Tintle et al, 2012; Tintle et al., 2018)

to accompany ics: i f Data
by Lock, Lock, Lock, Lock, and Lock

Descriptive Statistics and Graphs Bootstrap Confidence Intervals Randomization Hypothesis Tests
One Quantitative Variable Cl for Single Mean, Median, St.Dev. Test for Single Mean
One Categorical Variable Cl for Single Proportion Test for Single Proportion
One Quantitative and One Categorical Variable Cl for Difference In Means Test for Difference in Means
Two Categorical Variables Cl for Difference In Proportions Test for Difference In Proportions
Two Quantitative Variables Cl for Slope, Correlation Test for Slope, Correlation
Sampling Distributions Mean Proportion
Theoretical Distributions ‘ Normal ‘ t ‘ 2 F
.I::;;Advanced fadomtzaan xz Goodness-of-Fit ‘ xz Test for Association ANOVA for Difference in Means | ANOVA for Regression




Carpal tunnel syndrome can be treated with surgery
or less invasive wrist splints. A study of 176 patients
found that among the half that had surgery, 80%
showed improvement after three months. Only 549%,
of those who use the wrist splints improved. |s there
evidence of a real difference between the two
proportions or could the difference have occurred
by chance? Why or why not?(song, 2002)

Group Count Sample Size  Proportion

Randomization Dotplot of 7,5, ~ Null Hypothesi Original Sample
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() Left Tail ) Two-Tail (] Right Tail

samples = 1000 Group 1 70 88 0.795
me .0035
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Group Count Sample Size  Proportion
Group 1 61 88 0.693
Group 2 57 88 0.648
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And the difference is...?

() Left Tail () Two-Tail [ Right Tail
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Ways of knowing

e What is true and what you are trying to estimate

®* What you cannot know

e Using what is true to create likely or plausible
estimates




Observations about course for elementary

preservice students using the applets

e Students work best in visibly random groups of three
when In person.

e Better understanding of what was expected when take
time to explore difference/similarities between math
and statistics

®* Weekly homework consists of four or five short open
response questions asking for results and
Interpretations; not graded and quick feedback - often
In the form of “why am | worried when | see .....”

® No text book but each “unit” was supported by online
resources such as Kahn Academy, Penn State online,

uent quick polls or quizzes that can be a




Frequency

Samoas, Tagalongs, and

Thin Mints are types of Girl
8' Scout cookies. Students in
a sixth-grade class
surveyed their classmates
for which of the three
types of cookies they
preferred. (LOCUS)

Boys Girls

Gender

Were girls or boys more variable in their
choices for favorite cookie? Justify your
response.

(possible misconception- lose reference to
context and choose the tallest bar)



Strategies to Help Students Access
Fundamental Statistical Concepts

® Provide opportunities for students to develop
concept images

® Focus on only one or two ideas-take time to develop
the idea

® Give students experience with hands-on/concrete
activities before theory or technology

® Use simulations to build understanding and explore
ideas

® Emphasize statistical literacy and sense making

® Provide opportunities for students to confront
Isconceptions/misunderstandings




Choose tasks that engage students in applying ideas
In context

Use words not symbols

Avoid formulas until students have enough
experience to make sense of them

Use interactive dynamic software to generate images

Spend a lot of time developing a concept - a slow
start can lead to a fast finish

Provide different experiences with the same concept

Have students verbalize how the concepts are
connected
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