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OVERVIEW AND MOTIVATION APP 1: BIAS-VARIANCE TRADEOFF REGRESSION SUMMARY OF FEEDBACK

* Goal: Provide tools to help students understand the critical
concepts in Machine Learning while removing the complexity
of coding and mathematical derivations

Select a dataset: Select training data size: Select noise level: - Bias-Variance Trade-Off - These figures display the behavior of the training MSE (mean squared error), test MSE, squared bias, and variance for polynomial HEEDDI’IEEE for Bias-Variance Trade-Off APP

© 500 High fits of different degrees. These results have been estimated from a test dataset and multiple training datasets simulated from the same distribution as the
Pataset1 original training dataset above.

The app was engaging.
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Model Fit - This figure displays a training dataset and polynomial fits of different degrees. The true function that generated the data can also be visualized
for com parison.

The app's interface felt intuitive and user-friendly.
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Degree Degree Degree Degree My instructor should use this app the next time they teach.
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Disagres

The visualizations in the app were easy to understand. Unsure

— Bias-Variance Tradeoff —
Agres

— Classification Metrics

This app was a good way to learn about the bias-variance trade-off.
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e Approach: Built Shiny apps to create interactive visualizations
that allow students to explore and understand these concepts

() Plot true function f(x)

25% 90% 75% 100%

TECHNICAL DETAILS 3@ & & Boiire == W

4 Responses for Classification Metrics App
3
. . . 4 3 3
® Build using R Shiny . 2 2 e app was engaging.
1 2
1 1
g PlOttll’lg dOIle uSIHg plOtly 0 0 0 0 The app's Interface felt intultive and user-friendly.
Degree 5 Fit | Degree 6 Fit Degree 7 Fit 6 Degree 8 Fit
[ Deployed u81ng Shlny Apps .10 4 <(9-3Z1987- 4.070695)] 4 . The visualizations in the app were easy to understand. Disagres

X Unsure
—_— BaSiC Plan i \/ﬁ : \/* ? \/~ This app was a good way to learn about different classification methods. . Aaree
0 0 0 0
0 5
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This app was a good way to learn about different classification metrics.

My Instructor should use this app the next time they teach.

Worker Settings
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Classification Models K-Nearest Neighbors Classification Bias-Variance Trade-Off - These figures display the behavior of the training error (misclassification rate), test error, squared bias, and variance for the
nearest-neighbor classifier with different values of K.
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APP 3: CLASSIFICATION METRICS “How I was able to apply it to the concepts in class.”

Classification Metrics
Training and Test Data Sets

Instance Settings

Define True Boundary

What did you like least about the app?
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e Initial Problem: Difficult to get the apps to load and change

Which features of the app were most helpful for your leammg?
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